
IJDCST @Sep, Issue- V-2, I-6, SW-25 
ISSN-2320-7884 (Online) 
ISSN-2321-0257 (Print) 
 

70 www.ijdcst.com 

 

To Evaluate Performances of   HUI-Miner Algorithm  
    

1 V.V.S.N.S.A.D.Bhavani, 2Mr B.Venkateswarlu, 

1Final M Tech Student, 2 Associate professor, 

 1,2Dept of Computer Science and Engineering ,  

1,2,3 Raghu Engineering college, Dakamarri, Vishakapatnam, A.P. 

 

Abstract: Utility-based data mining is a new research 

area interested in all types of utility factors in data 

mining processes and targeted at incorporating utility 

considerations in both predictive and descriptive data 

mining tasks. High utility item set mining is a 

research area of utility-based descriptive data mining, 

aimed at finding item sets that contribute most to the 

total utility. A specialized form of high utility item 

set mining is utility-frequent item set mining, which – 

in addition to subjectively defined utility – also takes 

into account item set frequencies. This paper presents 

novel efficient algorithms UP-Growth and High 

Utility Item Set which finds all utility-frequent item 

sets within the given utility and support constraints 

threshold. And it is based on efficient methods for 

frequent item set mining. Experimental evaluation on 

datasets shows that, in contrast with High Utility Item 

Set, and also the performances are evaluated through 

the factors of time and space complexities. 
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I. INTRODUCTION 

The rapid development of database techniques 

facilitates the storage and usage of massive data from 

business corporations, governments, and scientific 

organizations. How to obtain valuable information 

from various databases has received considerable 

attention, which results in the sharp rise of related 

research topics. Among the topics, the high utility 

item set mining problem is one of the most important, 

and it derives from the famous frequent item set  

 

mining problem.  Mining frequent item sets is to 

identify the sets of items that appear frequently in 

transactions in a database. The frequency of an item 

set is measured with the support of the item set, i.e., 

the number of transactions containing the item set. If 

the support of an item set exceeds a user-specified 

minimum support threshold, the item set is 

considered as frequent. Most frequent item set 

mining algorithms employ the downward closure 

property of item sets [4]. That is, all supersets of an 

infrequent item set are infrequent, and all subsets of a 

frequent item set are frequent. The property provides 

the algorithms with a powerful pruning strategy. In 

the process of mining frequent item sets, once an 

infrequent item set is identified, the algorithms no 

longer check all supersets of the item set. For 

example, for a database with n items, after the 

algorithms identify an infrequent item set containing 

k items, there is no need to check all of its supersets, 

i.e., 2 (n−k)−1  item sets. 

Mining of frequent itemsets only takes the presence 

and absence of items into account. Other information 

about items is not considered, such as the 

independent utility of an item and the context utility 

of an item in a transaction. Typically, in a 

supermarket database, each item has a distinct 

price/profit, and each item in a transaction is 

associated with a distinct count which means the 

quantity of the item one bought. Consider the 
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database in Fig. 1. There are seven items in the utility 

table and seven transactions in the transaction table in 

the database. To calculate support, an algorithm only 

makes use of the information of the first two columns 

in the transaction table, the information of both the 

utility table and the other columns in the transaction 

table are discarded. However, an itemset with high 

support may have low utility, or vice versa. For 

example, the support and utility of itemset { bc } 

appearing in T1, T2, and T6 are 3 and 18 

respectively, and those of itemset { de }  

 
II. EXISTING SYSTEM 

In this section, we describe the details of UP-Growth 

for  efficiently generating PHUIs from the global UP-

Tree with two  strategies, namely  DLU  ( Discarding 

local unpromising items ) and DLN ( Decreasing 

local node utilities ). Although strategies DGU  and 

DGN can effectively reduce the number of candidates 

in phase I, they are applied during the  construction 

of the global UP-Tree and cannot be applied during  

the construction of the local UP-Tree. The reason is 

that the  individual items and their utilities are not 

maintained in the  conditional pattern base. We 

cannot know the utility values of the  unpromising 

items in the conditional pattern base. To overcome  

this problem, a naïve approach is to maintain the 

utilities of the items in the conditional pattern base. 

However, this approach may  

 

 
Figure 1.1:UP-tree applying strategies 

be impractical since it consumes lots of memory 

usages. Instead  of maintaining exact utility values of 

the items in the conditional  pattern base, we 

maintain a  minimum item utility table ,  abbreviated 

as  MIUT , to maintain the minimum item utility for 

all  global promising items.  

By the rationale of DGU strategy, in a conditional 

pattern tree, local unpromising items and their 

utilities can be  discarded. Since the minimum item 

utility of a local unpromising  item in a path is always 

equal to or less than its real utility in the  path, we 

can also discard its minimum item utility from the 

paths  of the conditional pattern tree without losing 

any PHUI.  The purpose of DLU strategy is similar to 

DGU strategy, while  DLU is applied during the 

second scan of the conditional pattern  base. First, we 

scan conditional pattern base once to identify local  

promising items and unpromising items. Then, we 

scan conditional pattern base again to construct a 

local UP-Tree. When a path is retrieved, each 

unpromising item is removed from the path and its 

minimum item utility in this path is eliminated from  

the path utilities.  
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Figure 2.1: Pruning UP-Pattrens 

The procedure of the UP-Growth is shown as 

follows:  

 
To prepare the data sets and give as a input to the  

UP-Growth algorithm so we prepare the data set for 

transactional table prepare a data sets. 

 

Figure 2.2: Data set for UP Growth Algorithm 

And the HUI Miner generate the results 

 

Figure 2.3: UP-Growth Results. 

III. PROPOSED APPROACH 

The goal of utility mining is to discover all the 

itemsets whose utility values are beyond a user 

specified threshold in a transaction database. We start 

with the definition of a set of terms that leads to the 

form al definition of utility mining problem. 

Although DGU and DGN strategies are efficiently 

reduce the  number of candidates in Phase 1(i.e., 

global UP - Tree). But  they cannot be applied during 

the construct ion of the local  UP - Tree (Phase 2). 

Instead use, DLU strategy (Discarding  local 

unpromising items) to discarding utilities of low 

utility  items from path utilities of the paths and DLN 

strategy  (Discarding local node utilities) to 
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discarding item utilities of  descendant nodes during 

the local UP-Tree construction. Even though, still the 

algorithm facing some performance issues in  phase-

2. To overcome this, maximum transaction weight 

utilizations (MTWU) are computed from all the items 

and considering multiple of min_sup as a user 

specified threshold value as shown in algorithm. By 

this modification, performance will increase compare 

with existing UP-Tree construction also improves the 

performance of UP-growth algorithm. An improved 

utility pattern growth is abbreviated as High Utility 

Item miner algorithm. 

 

 

Figure 3.1:HUI-Miner Algorithm 
To prepare the data sets and give as a input to the 

High Utility Item miner algorithm. so we prepare the 

data set for  transactional table prepare a data sets. 

 

Figure3.2: Data set for HUI Algorithm 

 

 

Figure3.3: HUI Miner Results. 

 

IV. EXPERIMENTAL ANALAYSIS 

 

 
Figure 4.1:Time taken for UP-Growth 
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Figure 4.2:Time taken for HUI-Miner 

 
 

Figure 4.3:Space for UP-Growth 

 

 
Figure 4.4:Space for HUI-Miner 

 

 
Figure 4.4:Comparison of UP-Growth and HUI-

Miner for time complexity 

 
Figure 4.5:Comparison of UP-Growth and HUI-

Miner for Space complexity 

 

 

 

 

V. CONCLUSION 

 

Mining high utility item sets becomes more 

significant. In this paper, the High utility item set 

miner (HUI) algorithm evaluated with Existing UP-

Growth (UPG) algorithm. These algorithms are 

experimented on synthetic datasets and datasets for 

different support threshold. From the experimental 

observation, the conclusion is that, HUI-Miner 
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algorithm performs well than UPG algorithm for 

different support values. Also the HUI-Miner 

algorithm scales well as the size of the transaction 

database increases.  
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